The Meaning of Verbal Roots Across Languages

Overview
The objective of this project is to understand the meanings and grammatical contribution of *verbal roots*, the portion of a verb’s meaning that uniquely distinguishes it from other, grammatically similar verbs, addressing two specific questions: (i) what are possible and impossible root meanings, and (ii) how are root meanings integrated into the larger meaning of the verb? Although of long-standing interest, (i) is vastly underexplored, and both have been largely unexamined within the modern tradition of formal semantics (e.g. Montague 1973 and Dowty 1979). Through a careful examination of the syntax and semantics of two case studies — change-of-state verbs and ditransitives of caused possession, investigated through grammar and dictionary work plus primary fieldwork — this study will bring answers to these questions to bear on modern theories of verb meaning, and lead to a better understanding of roots and their impact on morphosyntax.

Background and Research Context
One of the core questions in the study of verbal meaning is what the fundamental building blocks of a verb’s meaning are and how they are composed into more complex meanings. One clue that has tantalized researchers since at least Lakoff (1965) is that verbal meanings are often roughly (if not precisely) paraphrasable by analytic constructions that make plain certain basic subcomponents of their meaning. For example, the use of transitive *flatten* in (1a) is subject to the near paraphrase in (1b), which highlights the structure of the event it describes as an action that caused a change.

(1)  a. John flattened the rug.
    b. John’s actions caused the rug to become flat.

Intransitive *flatten* in (2a) instead has the near paraphrase (2b), which constitutes a portion of (1b):

(2)  a. The rug flattened.
    b. The rug became flat.

Other verbs are subject to nearly identical paraphrases, differing only in what the final state is:

(3)  a. John dried the rug.
    b. John’s actions caused the rug to become dry.

(4)  a. The rug dried.
    b. The rug became dry.

Conversely, paraphrases of *jog* and *run* emphasize just action, differing only in which action:

(5)  a. John jogged.
    b. John did jogging.

(6)  a. John ran.
    b. John did running.

Crucially, the paraphrases highlight the kinds of events that each verb describes, and decompose them into more basic subevents. These include frequent and recurring fundamental notions such as “action”, “cause”, and “become” that differentiate whole classes of verbs and more specific notions like “flat”, “dry”, “jogging”, and “running” that differentiate verbs within these classes.
Based on observations like these, many researchers now assume that verb meanings are at least partly constrained by some level of semantic representation known as an “event structure” that categorizes and defines the eventuality described by the verb (Dowty 1979, Pinker 1989, Jackendoff 1990, Levin and Rappaport Hovav 1995, 1998, Wunderlich 1997, Van Valin and LaPolla 1997, Rappaport Hovav and Levin 1998, inter alia). Event structures are assumed to consist of two ontologically distinct types of lexical semantic entities. First is a generic “event template”, built up from a small, universal set of logical primitives (e.g. CAUSE, BECOME, GO), that captures the basic temporal, causal, and thematic nature of the event described by the verb (in the spirit of Dowty 1979) and groups verbs together into a small set of broad semantic classes. These include caused and simple changes-of-state as in (1)-(4), plus actions such as those in (5) and (6). The second component of an event structure is an idiosyncratic “root” that fills in the additional details of the event structure, e.g. specific actions or states involved in a given event, on a verb by verb basis. Thus the two uses of flatten differ in whether the change-of-state was simple or caused, but share an idiosyncratic root that names the result in both cases as a state of flatness. Jog instead has a template encoding a simple action, with the root indicating the nature of the action. The resultant event structural representations are illustrated in (7) (following Rappaport Hovav and Levin’s 1998 notation). Similar event structures for intransitive and transitive dry and intransitive run are given in (8), which share the same templates as in (7), but differ in the roots.

(7)  
  a. flatten (intransitive) := [ y BECOME < flat > ]  
  b. flatten (transitive) := [ [ x ACT ] CAUSE [ y BECOME < flat > ] ]  
  c. jog := [ x ACT< jogging> ]  

(8)  
  a. dry (intransitive) := [ y BECOME < dry > ]  
  b. dry (transitive) := [ [ x ACT ] CAUSE [ y BECOME < dry > ] ]  
  c. run := [ x ACT< running> ]  

A further common assumption is that only templatic information figures into grammatical generalizations. For example, argument realization rules are generally taken to only be sensitive to this portion of the event structures in (7)-(8) (see also Fillmore 1970, Grimshaw 1993). Thus while transitive flatten and dry differ in idiosyncratic meaning, they both pattern syntactically as causative verbs. Jog and run both pattern as unergatives, and thus have an intransitive syntax distinct from unaccusatives like intransitive flatten and dry. This assumption furthermore (correctly) predicts that there are far fewer grammatical classes of verbs than specific verbs. Indeed, a significant strand of work takes the correlation between templatic meaning and grammatical behavior to be so strong that event templates must be entailed directly in the syntax via functional heads (e.g. light verbs of category v) whose meanings indicate basic eventive notions (e.g. v_CAUSE, v_BECOME, and v_ACT; Folli and Harley 2004) and whose projections define a constituent structure representing the event template (Lakoff 1965, Hale and Keyser 1987, 1993, 1997, Pesetsky 1995, Baker 1997, Marantz 1997, Hale and Keyser 2002, Folli and Ramchand 2002, Folli and Harley 2004, Harley 2003, Arad 2005, Ramchand 2008, inter alia). Idiosyncratic meanings are contributed by purely lexical (and often category-less) morphological roots integrated into the larger template in different ways. Theories differ on the details, but two common assumptions are that roots serve as either syntactic adjuncts (if indicating a type of action) or complements (if indicating a state) to appropriate functional heads. The event structures in (7) can thus be reanalyzed as in (9) (similarly for (8)).
Regardless of implementation, all event structural approaches share the core assumption that a distinction exists between two types of subcomponents to a verb’s meaning — the templatic structure and the idiosyncratic root — and this distinction figures into the verb’s grammatical behavior. Here and below a syntactic implementation of event structures is assumed for concreteness.

While much work in decompositional approaches has focused on the semantic and syntactic ramifications of templatic heads, less work has been devoted directly to roots, and in particular to what truth conditional semantic constraints — if any — exist on them. The questions include what constitute possible and impossible roots, how roots are distinct from templatic heads in terms of the content they may entail, and what their combinatoric properties are that integrate their meanings with those of the templates they occur in. Such questions are, in fact, key to understanding what predictions any theory of event structure makes about grammatical behavior. As Dowty (1979: 125-129) discusses, many of the supposed predictions made by event structural approaches regarding possible and impossible verb meanings may be questionable without a predictive theory of possible root meanings. Work that has focused on root meanings has generally been less concerned with the truth conditional content of roots and more in where they fit into event templates, something that has some truth conditional correlation but is largely a syntactic question. Levinson (2007) for example argues for four different type-theoretic classes of roots (building on Harley 2005): those denoting predicates of individuals, predicates of states, predicates of events, and functions from individuals to predicates of states, which has ramifications for which event structures different roots fit into. Rappaport Hovav and Levin (1998) discuss a somewhat more fine-grained classification of roots into more concrete types (including instruments, places, states, and events) and propose a series of canonical realization rules for the templates they occur in. Ramchand (2008) assumes all roots predicate of either states or events, but further classifies roots in terms of which functional templatic heads they must Merge with and thus ultimately what kinds of event templates they may
occur in. However, none of these works discusses the subtypes of events, states, and individuals that may exist among these types and what kinds of truth conditional content they bring to the overall event structure. Kelly (2013) partly addresses this, arguing that roots are associated with features borrowed from Hopper and Thompson (1980) and Dowty (1991) that are not compositional in nature but figure into principles of building event structures that predict certain syntactic facts about argument alternations (see Megerdichian 2002 and Alexiadou et al. 2006 for proposals in some ways similar in spirit to Kelly’s). However, these features are treated as syntactico-semantic, with few details of the truth conditional content of specific roots.

This project therefore proposes to explore the truth conditional basis for root meanings and their relation to templatic meaning in detail. More specifically, it addresses two primary questions:

(i) What are the semantic underpinnings of the distinction between roots and templates, if any? Are there particular kinds of meanings that only templates or roots introduce?

(ii) How do root and template meanings compose with one another? If they introduce overlapping meanings, how is this overlap resolved?

Question (i) is whether an ontological distinction between templates and root — between what is regular in a verb’s meaning and what is idiosyncratic — is justified. While it is uncontroversial that meanings like “cause” and “become” can be introduced templatically, can they only be introduced templatically? The exploration of (i) proposed here starts with the hypothesis, articulated most clearly by Embick (2009: 1) but implicit or explicit in much recent work (e.g. the “Root Hypothesis” of Arad 2005; see also Borer 2005, 2013, Dunbar and Wellwood 2016), that root and template meaning are distinct:

(10) The Bifurcation Thesis of Roots: If a component of meaning is introduced by a semantic rule that applies to elements in combination [i.e. is introduced by a template — B/KG], then that component of meaning cannot be part of the meaning of a root.

Testing (10) requires an understanding of the syntactic and semantic behavior of relevant verbs and direct evidence for where particular components of their meanings come from. Initial pilot studies, in particular Beavers and Koontz-Garboden (2012) (see also Koontz-Garboden 2010b, 2011, Beavers 2011a,c, 2013), suggest that the roots of certain verb classes violate (10). However, further investigation is needed to solidify these conclusions and their consequences for the nature of root meaning more generally. The goal of this project is to perform a detailed investigation of the semantics and grammatical behavior of two verb classes identified in prior work to be relevant to this question — change-of-state and ditransitive verbs — to support these initial findings.

These results will feed into the investigation of (ii), a question that is underexplored yet very important for theories of event structures. Unless the meanings of the individual components of the event structure, and the rules for composing them, are made explicit, it is unclear that any claimed predictions of the theory actually hold. This issue arises particularly sharply if the meanings entailed by root and template are not distinct, something already suggested in Beavers and Koontz-Garboden (2012). The goal is to develop an explicit, model theoretic, truth conditional theory of the relevant root and template meanings that makes clear how semantic composition in event structures proceeds. The core idea is that roots and templates are alike in encoding truth-conditional content regarding events and their participants à la Dowty (1991) and Beavers (2010). They differ only in their specificity: templatic functional heads have content that is of a highly
general nature, while roots have content that is more specific and idiosyncratic. However, the more specific lexical entailments that roots entail may asymmetrically entail the more general lexical entailments entailed by functional heads, thus deriving that the root also entail these templatic meanings. With the relevant root and template-introduced meanings in any given event structure composed conjunctively (building on Pylkkänen 2008), such entailment relationships result in a subsumption relation between root and template meanings in some cases and in other cases an augmentation relation where each adds to the other’s meaning, all in ways that generate compositionally well-formed meanings of complete event structures.

**Research methods**

This section outlines the two major case studies proposed in this project.

**Change-of-state verbs — Background**

A standard analysis of change-of-state verbs is that the root and template introduce distinct meanings per the Bifurcation Thesis. There are four relevant templates: (in)transitive verbs (11a,b) and simple and deverbal predicate adjectives (11c,d).

\[(11) \quad a. \text{Kim flattened the rug.} \\
    b. \text{The rug flattened.} \\
    c. \text{The rug is flat.} \\
    d. \text{The rug is flattened.} \]

As discussed above, in the event structure of (11a) the result comes from the root and the caused change from the template, as in (12a), and similarly for (11b), which has the same event structure as (11a) minus the causation, as in (12b). That the meaning of change comes from the template and not the root is evidenced by the fact that the same morphological root occurs in other constructions such as (11c), with the corresponding template in (12c) (Asp being the adjectivalizing head, following Embick 2004, 2009), but with no caused change entailed. Thus the meaning of causation and change cannot come from the root and must therefore come from the template in which it occurs. Conversely, the root morphological form also surfaces as a deverbal adjective in (11d), where caused change is entailed. This suggests an analysis of the event structure of (11d) in which the event structure in (12a) (or alternatively (12b)) is embedded in that of (12c), producing something like (12d), explaining both the entailment patterns and the deverbal morphology.

\[(12) \quad a. \]

\[
  \text{vP} \\
  \text{DP} \quad \text{v'} \\
  \text{vCAUSE} \quad \text{vP} \\
  \text{DP} \quad \text{v'} \\
  \text{vBECOME} \quad \text{vflat} \]
In all cases, the root just names a state, and thus should occur in all four templates. Morphologically, the Bifurcation Thesis predicts that the simple and deverbal adjectives and corresponding (in)transitive change-of-state verbs constructed from state-denoting roots should by default be identical in their morphological structure. This is because the functional elements that compose with roots to form adjectives and (in)transitive change-of-state verbs are shared across all adjectives and change-of-state verbs. Since combinations of these functional elements determine morphological structure, each surface word should be identical save the root. Exceptions should be due only to idiosyncratic variation in surface morphological realization on a root-by-root basis.

However, a comparison of two classes of change-of-state verbs and their corresponding adjectives show systematic subregularity not predicated by the Bifurcation Thesis. In particular, while the pattern in (11) is attested for verbs based on Dixon’s (1982) “Property Concept” roots in (13), there are change-of-state verbs for which it is not, including those in the break class in (14).

(13) property concept verbs (Levin 1993: 245):
awaken, brighten, broaden, cheapen, coarsen, dampen, darken, deepen, fatten, flatten, freshen, gladden, harden, hasten, heighten, lengthen, lessen, lighten, loosen, ...

(14) break-type change-of-state verbs:
a. Levin’s (1993:241) break verbs: break, chip, crack, crash, crush, fracture, rip, shatter, smash, snap, splinter, split, tear, ...
b. Levin’s cooking verbs (Levin 1993: 243): bake, barbecue, blanch, boil, braise, broil, charbroil, charcoal-broil, coddle, cook, crisp, deepfry, fry, grill, ...
c. Verbs of killing (Levin 1993: 230ff.; Beavers and Koontz-Garboden 2012): crucify, electrocute, drown, hang, ...
For example, transitive and intransitive *break* also entail change-of-state, as in (15a,b), but lacks a simple adjectival form, as in (15c), having only a deverbal form, as in (15d).

(15)  
a. Kim broke the car.  
b. The car broke.  
c. *The car is break.  
d. The car is broken.

Embick (2004) treats (15c) as representing both the simple and deverbal adjectival predicates, where it is an accident of English that *flat* and other property concept roots have morphologically distinct stative forms while *break* and other verbs have only one. On this view, *Asp* is idiosyncratically null in direct merger with some roots (property concept roots) and not others (those in the *break* class). However, pilot data suggest, contrary to this view, that this state of affairs is not accidental (see Koontz-Garboden 2010b, 2011, Beavers and Koontz-Garboden 2012). Translations of verbs that pattern as in (15) in English also consistently pattern this way in other languages, such as Eastern Armenian (Megerdoomian 2002) and Ulwa (Koontz-Garboden 2006, 2009), as shown by the following data (see also Smith 2006 on Pima):

(16)  
a. Eastern Armenian property concept change verbs (Megerdoomian 2002: 98)  

<table>
<thead>
<tr>
<th>simple adjective</th>
<th>non-causative COS</th>
<th>causative COS</th>
</tr>
</thead>
<tbody>
<tr>
<td>layn (wide)</td>
<td>layn.anal (widen)</td>
<td>layn.ats.nel (widen)</td>
</tr>
<tr>
<td>čor (dry)</td>
<td>čor.anal (dry)</td>
<td>čor.ats.nel (dry)</td>
</tr>
<tr>
<td>metz (big)</td>
<td>metz.anal (grow)</td>
<td>metz.ats.nel (grow, bring up)</td>
</tr>
<tr>
<td>arag (fast, quick)</td>
<td>arag.anal (quicken)</td>
<td>arag.ats.nel (accelerate)</td>
</tr>
<tr>
<td>čaq (fat)</td>
<td>čaq.anal (become fat)</td>
<td>čaq.ats.nel (fatten)</td>
</tr>
<tr>
<td>sev (black)</td>
<td>sev.anal (blacken)</td>
<td>sev.ats.nel (blacken, darken)</td>
</tr>
</tbody>
</table>

b. Eastern Armenian *break*-type verbs (Megerdoomian 2002: 98)  

<table>
<thead>
<tr>
<th>simple adjective</th>
<th>non-causative COS</th>
<th>causative COS</th>
</tr>
</thead>
<tbody>
<tr>
<td>– k’ot’R.v.el (break)</td>
<td>k’ot’Rel (break)</td>
<td></td>
</tr>
<tr>
<td>– ep.v.el (cook)</td>
<td>epel (cook)</td>
<td></td>
</tr>
<tr>
<td>– pox.v.el (change)</td>
<td>poxel (change)</td>
<td></td>
</tr>
<tr>
<td>– šarj.v.el (move)</td>
<td>šarjel (move)</td>
<td></td>
</tr>
<tr>
<td>– xort’ak’.v.el (sink, drown)</td>
<td>xort’ak’el (sink, drown)</td>
<td></td>
</tr>
</tbody>
</table>

(17)  
a. Ulwa property concept change verbs (Koontz-Garboden 2006; fieldnotes)  

<table>
<thead>
<tr>
<th>simple adjective</th>
<th>non-causative COS</th>
<th>causative COS</th>
</tr>
</thead>
<tbody>
<tr>
<td>pau– ‘red’</td>
<td>pau-ta– ‘redden’</td>
<td>pau-ta– ‘redden’</td>
</tr>
<tr>
<td>yam– ‘good’</td>
<td>yam-pa– ‘become better’</td>
<td>?</td>
</tr>
<tr>
<td>dut– ‘bad’</td>
<td>dut-ta– ‘get worse’</td>
<td>?</td>
</tr>
</tbody>
</table>

b. Ulwa *break*-type verbs (Koontz-Garboden 2009)  

<table>
<thead>
<tr>
<th>simple adjective</th>
<th>non-causative COS</th>
<th>causative COS</th>
</tr>
</thead>
<tbody>
<tr>
<td>– bah-wa– ‘break (intrans)’</td>
<td>bah-ta– ‘break (trans)’</td>
<td></td>
</tr>
<tr>
<td>– lah-wa– ‘boil (intrans)’</td>
<td>lah-ta– ‘boil (trans)’</td>
<td></td>
</tr>
<tr>
<td>– birh-da– ‘tear (intrans)’</td>
<td>birh-pa– ‘tear (trans)’</td>
<td></td>
</tr>
<tr>
<td>– bis-da– ‘rip (intrans)’</td>
<td>bis-pa– ‘rip (trans)’</td>
<td></td>
</tr>
</tbody>
</table>
These facts suggest that there is regularity across languages in how roots with certain meanings behave, and thus the patterns in (11) and (15) cannot be due to pure idiosyncrasy. Furthermore, on the semantic side, (15d) lacks the simple state reading Embick’s analysis predicts: (15d) always entails prior change (#The car is broken, but it never broke) (even when atemporal; Koontz-Garboden 2010a, Deo et al. 2013), whereas the simple form of flat does not (The car is flat, but it was never flattened). These data again suggest that the roots of change-of-state verbs are not semantically homogeneous. Rather, some classes inherently and consistently require a prior change giving rise to the state (break) while others do not (flat), i.e. there are entailments of change that are entailed by the roots themselves (as opposed to in functional heads), contra the Bifurcation Thesis. This in turn has regular morphological ramifications, an effect normally thought to be reserved for templates, supposedly the only grammatically significant part of a verb’s event structure.

**Change-of-state verbs — Scope of work**

These results are currently tentative. The goal of this project is to verify them cross-linguistically by systematic grammar and dictionary mining and fieldwork (based on the methodologies of Nedyalkov and Silnitsky 1973, Haspelmath 1993, Nichols et al. 2004). Morphologically, the project looks across a sample of languages to see if translation equivalents of the property concept and break classes behave as expected given the pilot observations. The first step is to formulate a list of change-of-state verbs and adjectival counterparts, building on previous work in Koontz-Garboden (2011), and then examine the morphological behavior of their translational equivalents in a set of languages with good lexical and grammatical resources. The data examined is drawn largely from the languages in the World Atlas of Language Structures 100-language sample (Comrie et al. 2013), an ideal set of languages developed to be genealogically balanced and for a majority of which published descriptive resources exist. Owing to lack of appropriate resources, some languages were not usable for this project and were either dropped or substituted with languages from the larger WALS 200 language sample, and a few languages were added opportunistically if we had available language experts to consult. The final total is a balanced 87 language sample. The relevant roots are given in (18) and (19) (as an adjective or verb, with synonyms or hypernyms considered in that study given in parentheses).

(18) **Property concept roots**
   a. *Dimension*: large (big), small, short, long, deep, wide, tall (height)
   b. *Age*: old (age)
   c. *Value*: bad (worse), good
   d. *Color*: white, black, red, green, blue, brown
   e. *Physical Property*: cool, cold, warm, hot, dirty, dry, wet, straight, hard, tough, soft, tight, clear, clean, smooth, sharp, sweet, weak, strong
   f. *Speed*: fast, slow
   g. *Human Propensity*: angry, calm, scare (frighten), sick, sad (depress), hurt, tire, embarrass, entertain, surprise, worry, please

(19) **Result roots**
   a. *Entity-specific Change of State*: burn, melt, freeze, decay (rot), swell, grow, bloom (flower, blossom), wither (wilt), ferment, sprout (germinate), rust, tarnish
   b. *Cooking Verbs*: cook (bake, fry, roast, steam), boil
   c. *Breaking Verbs*: break, crack, crush, shatter, split, tear (rip), snap
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d.  **Bending Verbs**: bend, fold, wrinkle (crease)

e.  **Verbs of Killing**: dead/die/kill, murder, drown

f.  **Destroying Verbs**: destroy (ruin)

g.  **Verbs of Calibratable Change of State**: go up (rise, ascend, increase, gain), go down (fall, drop, descend, decrease, decline), differ

h.  **Verbs of Inherently Directed Motion**: come, go, go in (enter), go out (exit), return

The data collected for each root meaning in each language includes (a) translation equivalents of simple state (e.g. red), inchoative (e.g. intransitive reddened), causative (e.g. transitive reddened), and result state (e.g. reddened), plus any underlying bound roots of those forms for any languages that have those, (b) information about the morphological relationships that relates those terms (drawn on and expanding Haspelmath 1993), including whether it is derived from, the input to, labile, suppletive, or equipollent with any other root, (c) a bibliographic reference for each form, and (d) free form notes on relevant details of the overall paradigm for that root meaning in that language (such as the nature of the morphological relation between forms, idiosyncrasies in the data, or noteworthy additional relevant properties). The primary goal is to test whether property concept roots tend to have simple stative terms while result roots do not across languages, as well as looking for other systematic correlates of the property concept vs. result root distinction.

This sort of broad typological work is important in establishing the generalization. However, it is also important to test whether the morphological evidence correlates with the semantic entailment patterns predicted based on the preliminary observations from English. This requires primary fieldwork, and thus cannot be conducted on a large scale. The second step in the project is to investigate the question in one language unrelated to English — the Bantu language Kinyarwanda, for which work on applicatives, described below, is independently required by the project. Bantu is an ideal choice since there already exists a rich syntactic and morphological literature on deverbal stative predicates which can be taken as a point of departure (see e.g. Dubinsky and Simango 1996). The data collection will involve using diagnostics developed in Koontz-Garboden (2010a), Beavers (2011b), and Beavers and Koontz-Garboden (2012) to identify entailments of change in the roots of translational equivalents of the verbs used in investigating the morphological patterns described above.

Third and finally, a general, model-theoretic formal analysis will be developed for the relevant roots and templatic formatives, addressing how roots can contribute templatic meaning in a context of templatic elements which entail the same meanings, e.g. how both a root and a template can entail a notion of change at the same time, a non-trivial problem. The current core intuition, based on preliminary work in Koontz-Garboden (2006) and Beavers and Koontz-Garboden (2012), is that some state-denoting roots entail the existence of a cause for the state and may place conditions on possible causes. These conditions constrain how the change entailed by the template is interpreted in ways that effectively integrate their meanings (building on ideas from Marantz 2009). The work will also identify subclasses of roots of change-of-state verbs that underlie the patterns seen above.

**Ditransitive verbs — Background**

A standard analysis of ditransitives is that they are associated with one or both of two event templates, which Harley (2003) analyzes as \( v_{\text{CAUSE}} \) combining with a dyadic head representing either possession or co-location, as in (20). These underlie the indirect object (IO) and to PP frames
for ditransitives, with verbs occurring in both showing the “dative alternation”. In both cases, the root modifies (adjunctively) the $v_{\text{CAUSE}}$ head to indicate the manner of the causation.

(20) **IO:** John threw Mary a ball.  
**to:** John threw a ball to Mary.

This analysis predicts several grammatical facts about ditransitives, including argument realization facts such as the dative alternation, asymmetric c-command facts between the two non-agent co-arguments that arise in each variant (Barss and Lasnik 1986, Larson 1988), and the behavior of scopal modifiers with ditransitives (as per Beck and Johnson 2004). It also makes correlating semantic predictions about the two variants, most pertinently that IOs, but not to-marked DPs, must be capable of possession, giving rise to the fact that an inanimate IO must be interpreted as animate (i.e. able to possess, the “London Office” effect of *John threw the ball to London/#threw London the ball*; cp. (20); Oehrle 1976). Crucially, in both cases the result state entailed in each event structure comes not from the root as with canonical change-of-state verbs, but instead from the template itself, in terms of the functional heads $P_{\text{have}}$ and $P_{\text{loc}}$. Thus the assumption that would follow if the Bifurcation Thesis holds is that these semantic notions cannot be introduced by roots.

However, work by Rappaport Hovav and Levin (2008) and Beavers (2011a) (building on Green 1974, Pinker 1989; see also Beavers 2011c, 2013, Beavers and Koontz-Garboden 2012) shows that there is considerably more root-specific variation in what each variant means than this predicts. First, to variants sometimes do not entail motion at all, but do entail possession, as with verbs of giving (e.g. give, hand, pass (the salt)) and future having (e.g. bequeath, leave, will), giving rise to the “London Office” effect even in to variants:


Thus the meaning of the $P_{\text{loc}}$ head must not be arrival per se, but something more general that subsumes both arrival and possession. This correlates with a second fact about the classes of giving and future having verbs in (21): unlike all other ditransitives, they show no truth conditional contrast in the dative alternation, always encoding caused possession.

Third, although the typical results for (20) are possession or arrival, for many verbs these results states are in fact cancelable, as with future having verbs as in (22a) and sending/ballistic motion verbs (e.g. send, throw, toss) as in (22b). This is especially surprising since these predicates are nonetheless telic (Jackendoff 1996, Krifka 2004, Beavers 2011a):

(22) a. John sent/tossed/bequeathed/left Sandy a ball (#for 5min.), but she never got it.
b. John sent/tossed a ball to the back of the room (#for 5 min.), but it never arrived.

Rather, possession or arrival is merely prospective (Gropen et al. 1989, Beavers 2011a). However, cancelability does not obtain for giving verbs as in (23a) and accompanied motion verbs (e.g. carry, take, bring) as in (23b), which require actual possession and actual arrival respectively, though in the latter case possession is cancelable in the IO frame, as in (23c).

(23) a. #John gave/handed Mary the salt/the salt to Mary, but she never received it.
b. #John took/brought the council the file/the file to the council, but it did not arrive.
c. John took/brought the council the file, but they never received it.

In sum, the result states entailed by the two templates in (20) are cancelable and thus need not necessarily obtain (though they may), and furthermore the meaning of the \( P_{loc} \) is weaker than arrival, subsuming also possession. Whether the reading is arrival or possession (or both), and whether the result obtains or not, is contingent on the choice of the lexical root. The root thus does more than just name a causing action. It also determines which result is entailed, whether it occurs, and aspectual properties of the predicate, suggesting again that roots entail templatic meaning, contra the Bifurcation Thesis. (See also Beavers and Nishida 2010 for similar results on Spanish.)

The effect of the root on the meaning of the templatic elements can be seen more visibly in languages in which templates have overt morphological exponence. In Bantu languages such as Kinyarwanda, English IOs often translate as applicative objects (AOs), which occur with verbs bearing an applicative morpheme. A standard analysis is that the applicative monotonically adds new templatic meaning to the verb, contingent solely on the choice of applicable (see e.g. Pylkkänen 2008). For example, the interpretation with most transitive verbs of the AO introduced by the applicative morpheme -ir/er- is benefactive, as with Kinyarwanda kumena ‘break’ in (24).

(24) a. \( N-a-menn-ye \quad \text{igikombe}. \)
\[ \text{1 SG-S-PST-break-PERF cup} \]
‘I broke the cup.’
b. \( N-a-men-ey-e \quad \text{igikombe John}. \)
\[ \text{1 SG-S-PST-break-APPL-PERF cup John} \]
‘I broke the cup for John.’

However, pilot data suggest that the AO’s interpretation is also partly contingent on the verbal root. Lexical ditransitives may license different meanings for their AOs despite identical applicative morphology. For example, with kohera ‘send’, which inherently involves three participants, the AO is either a benefactive or a (non-benefactive) recipient as in (25). (In this case the AO realizes a participant already lexically selected by the base verb, a seldom noted function of applicatives; see Marten and Kempson 2002 and Marten 2003.) A pure recipient reading is ruled out for the AO in (24b), which must benefit from the event but need not necessarily receive the theme.

(25) \( N-da-shak-a \quad \text{koh-er-ez-a} \quad \text{Scott ibarwa}. \)
\[ \text{1 SG-PRES-want-IMP INF-send-APPL-?-IMP Scott letter} \]
‘I want to send the letter to Scott.’
‘I want to send the letter (to someone) for Scott.’ (benefactive, not recipient)
Furthermore, some verbs, such as *guha* ‘give’ in (26a), take putative AOs without a corresponding applicative morpheme (Polinsky and Kozinsky 1992), suggesting different verb-specific constructions encoding the same templatic meaning, reminiscent of the morphological differences across change-of-state verbs. If an applicative marker is used, it creates a tritransitive with the newly introduced AO being a benefactive, as in (26b) (where the overt DP is the recipient and the 1st singular benefactive is realized as object-marking on the verb).

(26)  

a. **Kyle** y-a-ha-ye **Gilbert** igitabo.  
Kyle 1SGS-PST-give-PERF Gilbert book  
‘Kyle gave the book to Gilbert.’ (inherent recipient AO)  

b. **U-∅-m-per-e** **John** iterefone.  
2SG-PST-1SGO-give-APPL-PERF John telephone  
‘Give John the telephone for me.’ (inherent recipient AO, benefactive derived AO)

However, other such verbs behave differently. The lexical double object verb *gutera* ‘throw (at)’ also allows applicative marking, but in this case a recipient reading is possible:

(27)  

a. **Kyle** yatey-e (ibuye John.  
Kyle throw-PERF rock John  
‘Kyle threw the rock at John.’  

b. **Kyle** yater-ey-e (umupira John.  
Kyle throw-APPL-PERF ball John  
‘Kyle threw the ball to John.’ (recipient)

Thus applicatives do not always just monotonically contribute additional templatic meaning to that already entailed in the base verb. Rather, they seem to have more general, underspecified meanings which the root can in some cases fill in with specific templatic details. Thus there is again more templatic meaning entailed by roots than expected by the Bifurcation Thesis.

**Ditransitive verbs — Scope of work**

These data are only suggestive. This project proposes a study to see if this hypothesis is borne out. This requires detailed investigation of the behavior of applicatives across different ditransitive verb classes in a language with productive applicatives, like Kinyarwanda, an ideal case study as there is already literature on its applicative morphology (Gary and Keenan 1976, Kimenyi 1980, Dryer 1983, Gerdts and Whaley 1991, Polinsky and Kozinsky 1992, Zeller and Ngoboka 2014, *inter alia*).

The first step is to develop a list of ditransitives from relevant subclasses drawn from classifications in Pinker (1989), Croft et al. (2001), Rappaport Hovav and Levin (2008), and Beavers (2011a). The following roots were those deemed relevant:

(28)  

a. **Verbs that inherently signify acts of giving:** give, pass, hand, sell, pay, trade, lend, loan, serve, feed  
b. **Verbs of sending:** send, mail, ship  
c. **Verbs of instantaneous causation of ballistic motion (Verbs of throwing):** throw, toss, flip, slap, kick, poke, fling, shoot, blast  
d. **Verbs of continuous causation of accompanied motion in a deictically specified direction:** bring, take
e. **Verbs of future having**: offer, promise, bequeath, leave, refer, forward, allocate, guarantee, allot, assign, allow, advance, award, reserve, grant
f. **Verbs of fulfilling**: credit, present, entrust, supply, trust
g. **Verbs of continuous causation of accompanied motion in some manner**: carry, pull, push, schlep, lift, lower, haul

Seemingly relevant translations of some of these roots into Kinyarwanda are the following:

(29) a. **Verbs that inherently signify acts of giving**: guha ‘give’, guhereza ‘hand/pass’, gutiza ‘lend’, gufungurira ‘serve’
b. **Verbs of sending**: khoereza ‘to send’
c. **Verbs of instantaneous causation of ballistic motion (Verbs of throwing)**: gutera ‘throw’, kujugunya ‘throw’
d. **Verbs of continuous causation of accompanied motion in a deictically specified direction**: kwinjiza ‘bring in’
e. **Verbs of future having**: kuraga ‘leave (inheritance)’, gusiga ‘leave’
f. **Verbs of fulfilling**: kubikira ‘deposit’
g. **Verbs of continuous causation of accompanied motion in some manner**: gusunika ‘push’

Fieldwork will then be conducted, investigating the event structural properties of applicativized and non-applicativized variants of the chosen ditransitives, following standard diagnostics and methodologies discussed in prior literature. These include syntactic and semantic diagnostics to probe the shape of event templates in ditransitives in other languages, including (a)symmetric c-command facts (Larson 1988, Harley 2003), the behavior with scopal modifiers (Beck and Johnson 2004), the interaction of the applicative morpheme with other event structural morphology (Pylkkänen 2008), and lexical aspectual properties (Beavers 2011a), among others, to assess the broader templatic effects of applicativization. Careful attention will be paid to verb-specific event structural effects such as those seen above for English, particularly the effects of different verbal roots on the interpretation of an applicative structure, including entailments of actual and prospective result states, the contexts that determine the use of each variant, and the semantic relationship of the applicativized and non-applicativized pair, e.g. entailment relations, *London Office*-type effects, etc. (Green 1974, Pinker 1989, Rappaport Hovav and Levin 2008, Beavers 2010, 2011a). Similar properties for the same applicative morphemes with non-ditransitive verbs — in particular change-of-state verbs — will also be examined to serve as control cases. The goal will be (i) establishing the overall semantic contribution of the applicative itself, (ii) the meanings of the roots that occur with this kind of applicativization, and (iii) the significant interaction of the two as per above.

As with change-of-state verbs, a formal model-theoretic analysis will be developed to accommodate the patterns and identify the semantic basis for the behaviors seen above. The core intuition (building on Beavers 2011a and Beavers and Koontz-Garboden 2012) is that the roots of ditransitive are manner roots (as per Harley 2003) but also entail a result and place constraints on the possible results. These constraints will determine the interpretation of the result introduced by the template in a way that integrates their meanings. The resulting work will also identify any potential subclasses of ditransitive roots that underlie patterns akin to those seen above.
Summary
If the preliminary results are borne out, this work will demonstrate that root and template meaning are not bifurcated. Such a finding feeds directly into the development of a theory of the lexicons of natural languages, anticipated and briefly sketched out in Beavers and Koontz-Garboden (2012), in which event structures still figure into how verb meanings are constructed, but the contributions of different pieces are more complex than previously assumed, and templatic meaning arises from multiple sources. Furthermore, it suggests a typology of roots by which the roots of various verb classes are not homogeneous (contra general assumptions in the literature), but instead fall into systematic subclasses based on what kinds of and how much grammatically-significant templatic meaning they also entail. These include the multiple types of change-of-state and ditransitive roots investigated here. The formal analyses will clarify the kinds of contributions that roots can make to event templates and help develop an understanding of the ways roots and templates interact in forming a larger event structural meaning.
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